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Abstract

As the importance of distributed computing is increasing, the performance of interconnects, which con-

nect each machine, is critical as well as the performance of individual machines. Remote direct memory

access (RDMA) is a technology employed in interconnects such as InfiniBand and high-speed Ethernet,

and is famous for its ultra-low latency and high bandwidth. RDMA achieves the benefits by kernel-

bypassing and zero-copy transfer, that is, enabling communication without involving remote CPUs and

directly transferring the memory between user-level buffers and NICs. Because of the kernel-bypassing

nature, however, conventional RDMA technology requires registering the memory before issuing com-

munication. This memory registration process includes pinning down communication buffers to make

them accessible from remote CPUs, and is known to be a quite expensive operation with non-negligible

latency and CPU load. There has been much work on alleviating the cost of memory registration from

the software side, but there still remain problems both in the efficiency and productivity of memory

management.

Recently, Mellanox has addressed these issues by introducing On-Demand Paging (ODP) into In-

finiBand. ODP is a hardware functionality of InfiniBand to register/de-register communication buffers

automatically depending on the situation. When the required memory is not registered under ODP, the

RDMA NIC (RNIC) asks the OS to cause a network page fault and to provide physical memory and

its mapping. Previous research showed the cost of network page fault was acceptable with latency of

several hundreds of microseconds. However, it only measured the network page faults themselves and

little investigated that of retransmission derived from the network page faults.

In this thesis, we conduct a comprehensive investigation into the performance of ODP-enabled

RDMA of InfiniBand, which includes the reverse-engineering of the hardware implementation of ODP.

Then, we reveal two awful performance pitfalls: packet damming and packet flood. Packet damming is

a situation wherein a stuck packet incurs a long timeout of the Reliable Connection of InfiniBand while

packet flood is massive repetitive retransmission incurred by a long delay of updating page statuses. We

show their latencies are longer by 3–4 orders of magnitude than the overhead of a network page fault

itself. We also demonstrate the revealed pitfalls are actually harmful to existing software systems through

experiments with SparkUCX and ArgoDSM.
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Chapter 1

Introduction

1.1 Overview

Distributed computing, which utilizes multiple computing machines, is essential in our daily life. Many

companies possess datacenters to meet the demand of Artificial Intelligence (AI) and Big Data, and sci-

entific computations are conducted on supercomputers. In these computing platforms, the performance

of interconnects, which connect each machine, is critical as well as the performance of individual ma-

chines. Among many kinds of interconnects, datacenters and supercomputers tend to choose InfiniBand

for high-performance computing (HPC) and AI infrastructures, and high-speed Ethernet for cloud and

hyper-scale platforms [36].

Remote direct memory access (RDMA) is a popular technology employed in these interconnects

for its ultra-low latency and high bandwidth. RDMA achieves the benefits by enabling communication

without involving remote CPUs and directly transferring the memory between user-level buffers and

NICs. These characteristics are called kernel-bypassing and zero-copy transfer, which makes it attractive

for many distributed systems [13, 14, 23, 25, 34, 39, 54, 55, 59]. RDMA was originally used by the HPC

community with InfiniBand clusters, but has become popular in datacenters with commodity Ethernet

via RoCE and iWARP [18, 40, 61].

While RDMA decreases the latency and network bandwidth, there is one big challenge that should

be addressed. Because of the nature of kernel bypassing, conventional RDMA technology requires reg-

istering the memory before issuing communication. This memory registration process includes pinning

down communication buffers to physical memory to avoid swapping it out and make it accessible from

remote CPUs. It is reported that, however, memory registration is a quite expensive operation with non-

negligible latency and CPU load, and registering memory every time communication is invoked degrades

performance [16, 38]. Thus, effective management of communication buffers is needed to get the most

of the performance of RDMA. A lot of research has been conducted about managing registration buffers

so far [10, 16, 31, 44, 45, 53, 56, 57, 60], and one common approach, which is called pin-down cache, is
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reusing pin-down areas to decrease the invocation of registration primitives.

However, the pin-down cache scheme is highly problematic in the efficiency and productivity of

memory management. First of all, it requires to pin down some communication buffers and limits the

memory available for computation because the pinned buffer is never swapped out. As the number of

the cores in one chip increases, total memory required for communication increases, but the total size

of memory is still constant, which makes overlapping communication and computation difficult [31].

Therefore, a complex mechanism for reusing pin-down caches is needed, but it leads to a complicated

programming model with less productivity for RDMA-based systems [30].

Recently, Mellanox has addressed these issues by introducing On-Demand Paging (ODP) [30, 32,

33, 37] into InfiniBand. ODP is a functionality of InfiniBand hardware to page-in/-out communication

buffers automatically depending on the situation. It frees developers from manual memory registrations

and management of pin-down caches, and achieves automatic memory management. When the required

memory is not mapped into the physical memory under ODP, the RDMA NIC (RNIC) asks the OS

to cause a network page fault and to provide physical memory and its mapping. ODP also allows the

communication buffers to be swapped out without deregistration, which can ensure enough computation

memory and, therefore, achieves good communication-computation overlap. Furthermore, existing work

[30] showed that it took an acceptable cost of only several hundred microseconds on network page

faults. Therefore, the ODP feature seems to be a promising approach to taking both performance and

productivity in IB networks.

However, the work focused only on the cost of network page faults themselves and little investigated

that of retransmission derived from page faults. ODP is expected to work inside various RDMA-based

software systems, and should not degrade the performance badly under any circumstances. To understand

the actual cost of ODP, we need an in-depth investigation in various network situations, including the

retransmission and timeout of packets.

In this thesis, we conduct a comprehensive investigation into the performance of ODP-enabled

RDMA of InfiniBand, which includes the reverse-engineering of the hardware implementation of ODP.

Then, we reveal two awful performance pitfalls: packet damming and packet flood. Packet damming is a

situation wherein a stuck packet incurs a long timeout of the Reliable Connection of InfiniBand, which

results in a latency of several hundreds of milliseconds. Packet flood is massive repetitive retransmission

incurred by a long delay of updating page statuses, which results in a latency of a few seconds. These

latencies are longer by 3–4 orders of magnitude than the overhead of a network page fault itself reported

in the previous work [30]. We also demonstrate that the revealed pitfalls are actually harmful to existing

software systems through experiments with SparkUCX [49] and ArgoDSM [26].

This thesis presents our experimental analysis and lessons learned therefrom. We believe that these

are beneficial to both the hardware and software standpoints. Our experimental analysis pinpoints
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hardware-level flaws, which would serve as useful clues for hardware vendors. Our practice and lessons

would be useful hints to identify and/or avoid ODP-related performance bugs for the developers of com-

munication software that can enable ODP, such as MVAPICH2-X [6], UCX [50], and libfabric [17].

1.2 Contributions

Our main contributions are summarized as follows.

• We present an in-depth experimental analysis of the actual behaviors of ODP (Section 4). To the

best of our knowledge, our work is the first to analyze one-sided RDMA operations under ODP

experimentally and actual timeouts on different InfiniBand devices quantitatively.

• We identify two performance pitfalls of ODP of InfiniBand, which we call packet damming (Sec-

tion 5.1) and packet flood (Section 5.2) respectively. We experimentally demonstrate that they can

easily arise even under simple conditions.

• We evaluate the impacts of packet damming and packet flood on SparkUCX and ArgoDSM (Sec-

tion 6). Our experimental results show that they are actually harmful to existing software systems.

1.3 Outline

This thesis is organized as follows. Section 2 provides basic knowledge about virtual memory, Infini-

Band, and RDMA. It also presents the details about the retransmission of InfiniBand and basic ODP

mechanism based on the information from existing literature. Section 3 reviews previous work of mem-

ory registration methods, performance evaluation of ODP, reliability of RC, and performance difference

between various RDMA NICs, which is important for understanding the positioning of our work. We

also introduce existing work about RDMA in a broader scope, including communication libraries over

various interconnects and RDMA-based systems. Section 4 provides comprehensive analysis about how

ODP actually works based on packets gained via ibdump, a packet capturing tool for InfiniBand. Sec-

tion 5 presents two performance pitfalls of ODP, packet dammping and packet flood. It clarifies how and

when these pitfalls arise using various microbenchmarks. Section 6 shows that two performance pitfalls

actually appear and be harmful in existing software systems. Finally, Section 7 presents lessons learned

from our experiences and derives future work.
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Chapter 2

Background

This chapter provides basic knowledge for understanding our work. First, we briefly review virtual

memory, one of the important functionality the Operating System provides (Section 2.1). Then, we

explain the fundamentals of InfiniBand and Remote Direct Memory Access (RDMA), including the

details about the retransmission of InfiniBand (Section 2.2). Finally, we introduce On-Demand Paging

(ODP) and provide its basic mechanism based on the information from existing literature (Section 2.3).

2.1 Virtual Memory

Virtual memory is a memory management technique used in the Operating System. Under virtual mem-

ory, application programmers handle virtual addresses instead of physical addresses, and the OS provides

service of translating the virtual address to the physical address.

Virtual memory has three virtues as explained in the following [30].

1. Address space isolation

A process should not be allowed to access the memory that other processes possess. Virtual mem-

ory assures that different physical memory regions are allocated to each process.

2. Simplified programming model

Virtual memory provides a smooth, clean, and large enough memory space to the programmers.

They do not have to manage non-contiguous physical memory regions resulted from repetitive

memory allocation and de-allocation. The virtual address space can be also larger than the size of

physical memory. This is achieved by a technology called memory swapping, which utilizes sec-

ondary storage. As the memory swapping is conducted by the OS automatically, the programmers

do not have to be aware of it.

3. Canonical memory optimization
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Virtual memory enables some optimization techniques such as demand paging and copy-on-write,

which improves the utilization of memory and the performance of the system.

The translation between physical addresses and virtual addresses is managed in a unit of contiguous

memory block called a page, and conducted by dedicated hardware on the CPU chip called Memory

Management Unit (MMU). The address mappings are stored in a data structure called page table being

placed on memory, and Translation Lookaside Buffer (TLB), which is a part of MMU, caches page table

entries. If a necessary page table entry does not exist in TLB, a TLB miss occurs before the CPU or OS

walks the page tables to fetch it.

Memory swapping is a technology to realize a larger size of virtual memory than that of physical

memory. This is achieved by the OS automatically moving the content between memory and the sec-

ondary storage such as HDD and SSD. When the memory is full, the unused content is kicked out from

the memory to the secondary storage. Conversely, when the content on the secondary storage is needed

again, the hardware invokes an interruption called a page fault, and the content is returned back to the

memory. The former operation is called swapping out, and the latter swapping in. In these operations,

the update of page table entries is also needed. That is because when the content is on the secondary

storage, the corresponding virtual address exists but the physical address does not. As memory swapping

is an expensive operation, you may want to avoid swapping out the certain memory region with frequent

usage. This can be done by invoking a system call mlock() and pinning the content to the memory.

2.2 InfiniBand

Here, we introduce basic concepts of InfiniBand, and then describe its retransmission mechanism, which

is key to the implementation of ODP.

InfiniBand is a popular switched interconnection standard widely used in high-performance comput-

ing [52]. In InfiniBand clusters, each computing node being equipped with adapter cards1 are connected

via InfiniBand cables and switches as illustrated in Figure 2.1. The network topology in which computing

machines are interconnected via several switches is called InfiniBand switched fabric.

InfiniBand is famous for its ultra-low latency of several microseconds and high bandwidth up to 200

Gbps, and is employed in many popular supercomputing systems such as Sierra, Selene, Reedbush, and

ABCI [8].

2.2.1 Remote Direct Memory Access (RDMA)

The high performance of InfiniBand comes from remote direct memory access (RDMA) technology.

Traditional socket interface which utilizes TCP/IP transport requires multiple buffer copies between
1sometimes called Host Channel Adapter (HCA) or RDMA NIC (RNIC)
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Figure 2.1: InfiniBand network architecture

Figure 2.2: Illustration on how InfiniBand bypasses buffer copies

multiple layers such as user space, kernel space, device drivers, and NICs, which consumes CPUs.

On the other hand, RDMA enables us to communicate without involving remote CPUs and directly

transfer the data between user-level buffers and RNICs (Figure 2.2). These characteristics are called

kernel-bypassing and zero-copy transfer, and they are key to the ultra-low latency and high bandwidth.

2.2.2 Memory Registration

Unlike the socket interface, RDMA requires users to register all the memory regions needed for commu-

nication beforehand. This process is called memory registration, a crucial process to make the memory

region usable for RDMA communication. It is necessary for the following reasons.

1. Because of the kernel-bypassing nature of RDMA, communication buffers should be located in

the memory and never swapped out. In other words, we should assure that their physical addresses

always exist before issuing communication operations.

2. Since users specify a virtual address when posting communication, RNICs should be able to trans-

late from a virtual address to a physical address. RNICs have virtual-physical address translation

tables, and it should have the same mapping as the page table in the memory does.
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3. The management of access rights for each memory region is needed.

Memory registration is supported by physical-virtual address translation tables in RNICs, and pro-

ceeds with the following three steps:

1. Checking whether the physical address of a target communication buffer exists and if not, a new

page is allocated.

2. Pinning down the buffer to the physical memory to avoid swapping it out and make it always

accessible from remote CPUs.

3. Updating the translation table in RNICs.

Memory deregistration is the opposite operation and it unpins the buffer and removes the translation

entry in RNICs to free resources.

These operations are expensive operations with a latency of tens of microseconds and the bandwidth

would increase by 3.3 times without them [16, 38].

2.2.3 InfiniBand Verbs

InfiniBand verbs is provided as an interface for the host operating systems to communicate with RNICs.

InfiniBand verbs is categorized into kernel-level verbs and user-level verbs. In this thesis, we only focus

on user-level verbs.

QP Model

Queue Pairs (QPs) are the endpoints of communication channels of InfiniBand verbs. A QP consists of

two sets of queues: a Send Queue (SQ) and a Receive Queue (RQ). The communication progresses in a

non-blocking way in InfninBand, and a QP is associated with another queue called Completion Queue

(CQ) as Figure 2.3 illustrates.

When issuing communication, an application posts a Work Request (WR) to the corresponding queue

through verbs, and it is managed as Work Queue Element (WQE). When the WR is processed by HCA

and it completes, Completion Queue Entry (CQE) appears in CQ which is associated with the QP to

notify the application. Even if the operation fails, CQE appears in the CQ, and in this case, CQE contains

the corresponding error code.

Communication Operations

There are mainly two kinds of communication operations in InfiniBand verbs, two-sided operations, and

one-sided operations.
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Figure 2.3: QP model introduced in InfiniBand verbs

Two-sided operations include SEND and RECEIVE operations where both sides of processes should

be involved in the communication. To send data from a sender to a receiver, the sender posts a SEND

WR to its SQ, and the receiver posts a RECEIVE WR to its RQ. Each WR designates the local (virtual)

memory address to send/receive the data respectively. It is noted that the receiver should post it before

data is received, or it would return RNR NAK to the sender (the details are described in Section 2.2.5).

One-sided operations include RDMA READ and WRITE to the remote memory, where the remote

side is not aware of the communication. To read data from the remote process, the requester posts a

READ WR to SQ. This WR designates the remote memory address to get data and the local memory

address to store received data. WRITE operations work similarly, but sometimes you want to notify

the remote process of the completion of write. To meet the demand, RDMA WRITE with Immedi-

ate operation is provided as a completely different operation from RDMA WRITE. Other than READ,

WRITE, and WRITE with Immediate operations, InfiniBand verbs provides atomic operations such as

Fetch-and-Add and Compare-and-Swap operation as one-sided operations.

Regardless of the operations you use, all the memory buffers for communication should be registered

beforehand.

2.2.4 Transport Types

InfiniBand fabric offers four types of transport modes: Reliable Connection (RC), Reliable Datagram

(RD), Unreliable Connection (UC), and Unreliable Datagram (UD), among which RC and UD are com-

monly used. Table 2.1 represents the detailed comparison of four types of transport. Reliable transport

assures the transmission of packets and conducts retransmission if an error occurs. While connection-
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Table 2.1: Transport Types of InfiniBand

RC RD UD UC

Scalability (# of QPs required) 1 N2 QPs N QPs N QPs N2 QPs

Reliability Yes Yes No No

RDMA and Atomic Operations Support Yes Yes No WRITE only

Connection Oriented Yes No No Yes

Figure 2.4: The first situation in which retransmission occurs.

oriented transport requires the establishment of the connection between two end-nodes, datagram trans-

port enables one end-node to communicate with the other end-node without a one-to-one connection.

Therefore, the number of QPs required in each end-nodes differs between them. While connection-

oriented transport needs O(N2) QPs where N represents the number of end-nodes, datagram transport

only requires O(N) QPs because it does not create connections.

2.2.5 Retransmission Handling in RC

Reliable Service (RC) provides a guarantee that packets are correctly delivered from a one node to the

other. One of the mechanisms that support reliability is retransmission. Here, we introduce three kinds

of situations in which a request is retransmitted.

The first situation in which retransmission occurs is that the responder is not ready for sending the

response right now as shown in Figure 2.4. The most typical example is when the corresponding WQE

does not exist in the receive queue in two-sided communication. In this case, the receiver returns a

special packet called Receiver-Not-Ready (RNR) Negative-Acknowledgment (NAK) to the sender in

order to notify the sender about it. This is a packet that asks the sender to wait for a certain period

and to retransmit the request. We can control the period via a 5-bit counter of InfiniBand verbs, RNR

Time, which designate the smallest period for which the sender has to wait. We call the smallest period

as minimal RNR NAK delay, and the relationship between RNR Time and minimal RNR NAK delay is

shown in Table 2.2.

The second situation is that the responder detects sequence errors of packets as shown in Figure 2.5.

All the packets of InfiniBand contain Packet Sequence Number (PSN), 24 bits field to identify the posi-
1N represents the number of end-nodes
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Table 2.2: Encoding for minimal RNR NAK delay

RNR Time minimal RNR NAK delay [ms] RNR Time minimal RNR NAK delay [ms]

0 655.36 16 2.56

1 0.01 17 3.84

2 0.02 18 5.12

3 0.03 19 7.68

4 0.04 20 10.24

5 0.06 21 15.36

6 0.08 22 20.48

7 0.12 23 30.72

8 0.16 24 40.96

9 0.24 25 61.44

10 0.32 26 81.92

11 0.48 27 122.88

12 0.64 28 163.84

13 0.96 29 245.76

14 1.28 30 327.68

15 1.96 31 491.52

Figure 2.5: The second situation in which retransmission occurs.

tion within a sequence of packets. PSNs are used to detect missing or out-of-order packets. When the

responder receives a packet that is out of PSN sequence, PSN Sequence Error occurs and a NAK packet

is sent back to the requester. This NAK packet contains the responder’s expected PSN, and once the re-

quester received a NAK packet, it retransmits all the packets whose PSNs are no less than the responder’s

expected PSN.

The third situation is that the corresponding response does not arrived for a certain period as shown

in Figure 2.6. This is called timeout, and in this case, RNICs retransmit lost packets and guarantee

the transmission of packets. Regarding timeout, QPs have two parameters: Local ACK Timeout CACK

and Retry Count CRetry. Local ACK Timeout CACK is a 5-bit counter to define the timeout interval

Ttr = 4.096 · 2cACK µs. Setting CACK = 0 means to disable the timeout. The timeout interval Ttr defines

the amount of time To that RNICs take to detect the timeout condition such that Ttr ≤ To ≤ 4Ttr .

Practically, we have to set CACK, taking To into consideration. Retry Count CRetry is the maximum

number of retransmissions allowed for a request. A process aborts with the IBV WC RETRY EXC ERR
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Figure 2.6: The third situation in which retransmission occurs.

error when retransmission for a request fails CRetry times.

Note that we generally cannot set Ttr to 8.192 µs with CACK = 1 because the specification [20] says

“The minimum acceptable value of Local ACK Timeout, other than zero, shall be defined by the CA

[RNIC] vendor.” More specifically, letting c be set to CACK and c0 be the minimum acceptable value for

an RNIC, Ttr is calculated with CACK = max(c, c0).

The specification [20] also says:

Because of variabilities in the fabric, scheduling algorithms and architecture of the channel

adapters and many other factors, it is not possible, nor desirable, to time outstanding requests

with a high degree of precision.

This statement implies that the minimum acceptable value of CACK may not be small in practice.

2.3 On-Demand Paging (ODP)

In this section, we introduce On-Demand Paging (ODP) [37], which is the main target functionality of

our research. ODP is an extension of InfiniBand verbs to allow us to be free from memory registration.

It enables us to page-in/-out memory regions automatically depending on the situation.

ODP is implemented with the help of device drivers and RNICs. When remote memory access

is requested under ODP, RNICs raise network page faults2 [30] and device drivers handle them. The

previous research reported that the overhead of a page fault is about several hundred microseconds [30].

The usage of ODP has two types Explicit ODP, which is to enable ODP for registered memory

regions, and Implicit ODP, which is to enable ODP for the entire address space and make users free from

memory registration.

ODP is currently supported by ConnectX-4 Mellanox InfiniBand adapter or higher generations, and

is employed in production-grade communication software such as MVAPICH2-X [6], UCX [50], and

libfabric [17].
2In this thesis, we call network page faults simply as page faults.
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Figure 2.7: Page fault and invalidation flows of ODP

2.3.1 Basic Mechanism

We briefly review the basic mechanism of ODP according to the original paper [30]. We represent page

fault and invalidation flows of ODP in Figure 2.7.

First, an RNIC checks, on the access to memory regions, if a given virtual memory address is mapped

into a physical memory address. If not mapped, the RNIC asks a driver to raise an interrupt to query

for the kernel. Then, the kernel returns the corresponding physical address by, e.g., allocating pages or

retrieving them from secondary storage. Lastly, the driver passes the physical address to the RNIC, and

the translation table gets updated.

Pages registered in RNICs have to get invalidated when kernels release them. The process of this

page invalidation takes place in reverse order of that of page faults. When releasing a page, a kernel

notifies a driver of the address mapping to be invalidated. Then, the driver conveys it to an RNIC to

flush the entry in the translation table. Lastly, the driver notifies the kernel of the completion of this

invalidation.

2.3.2 Packet Handling

The page fault handling and invalidation described above merely explain interactions between kernels

and RNICs. They do not suffice for implementing ODP because RNICs communicate with remote

RNICs. The implementation of ODP has to handle appropriately packets that result in page faults.

A primary technical issue is that RNICs have to manage a packet until its resultant page fault gets

resolved, by using a limited size of cache memory. To cope with this issue, RNICs rely on the retrans-

mission mechanism without storing pending packets locally. Specifically, RNICs leverage RNR NAK

for suspending senders of a packet that causes a page fault. Receivers do not have to store any dropped

packets until RNR NAK reaches either because the reliability of InfiniBand guarantees to leave them on

the sender side.
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Chapter 3

Related Work

This chapter reviews related work of our research. Section 3.1 introduces effective memory registration

methods. They are software-based methods and had been popularly researched before the emergence of

ODP. ODP is superior to them in that it provides a more simplified programming model and consumes

less memory. Section 3.2 presents previous work about ODP itself including the performance analysis.

While it focused the cost of page faults of ODP and concluded that ODP is performant, we revealed that

there exist pitfalls of ODP in relation to retransmission mechanism. Section 3.3 introduces research on

the reliability of InfiniBand. We present them here because the pitfalls we found are heavily related to the

mechanism to assure reliability, especially the retransmission. Section 3.4 presents some work about the

difference of performance property in various Mellanox RNICs. It is important to mention them because

packet damming, one of the pitfalls we found, occurs only in the specific hardware. In Section 3.5 and

Section 3.6, we also introduce existing work about RDMA in a broader scope, including communication

libraries over various interconnects and RDMA-based systems

3.1 Memory Registration Methods

Many efforts to eliminate costly memory registration of RDMA by reusing pinned-down buffers were

made. Tezuka et al. [53] proposed the basic idea of pin-down cache for the first time, which reused

registered buffers by delaying deregistration. The registered buffers worked as a cache; when the total

size of registered buffers exceeded the maximum size, the deregistration of a buffer occurred in the

least recently used (LRU) order. Zhou et al. [60] also reused pinned buffers for dynamic registered

regions and introduced batched deregistration to reduce the average cost of deregistering memory. Ou at

al. [44, 45] proposed Memory Registration Region Cache and a replacement algorithm based on region

size and recency. They also proposed a communication scheme between an RDMA client and server that

overlapped memory registrations. Wu et al. [57] proposed a two-level architecture called Fast Memory

Registration and Deregistration scheme, which adopted batched deregistration. It also made use of the
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Mellanox fast memory region registration extension to the InfiniBand verbs API.

Even in the presence of pin-down cache, several performance tradeoffs are known to exist. The

Unifier caching system [56] addressed a tradeoff between (de)registration cost and spatial cost. Larger

pinned down buffers suppress on-demand pinning in dynamic registration, whereas they more occupy

physical memory, which other computations should have used. Frey and Alonso [16] argued a tradeoff

between pinning (i.e., newly registering) and copying. They experimentally showed that for 256-KB or

larger regions, it was more efficient to newly register by order of magnitude.

Some studies dealt with memory registration methods aimed at specific situations. Firehose algo-

rithm [10] was designed for global address space over distributed memory, which used reference count-

ing of global address regions for (de)registration. Wu et al. [58] designed a new scheme, Optimistic

Group Registration for RDMA Gather/Scatter for noncontiguous data transmission. Li et al. [31] im-

plemented dynamic memory management efficiently on multicore platforms by employing a dedicated

helper thread to which all the dynamic memory (de)registration requests are offloaded.

The breakdown of the memory registration process itself is known to be important for efficient mem-

ory management. Mietke et al. [38] analyzed the registration process inside the Mellanox InfiniBand

driver and provided clues to improving it. For example, it drastically reduced the cost of mlock() by

making a separate kernel thread zero-fill pages when they were not present.

3.2 Performance Analysis of On-Demand Paging

Only a few studies have analyzed the performance characteristics of ODP because it is an emerging

technology. Lesokhin et al. [30] proposed the network page fault support for InfiniBand for the first time,

and experimentally analyzed the overhead of page faults and invalidation. Their breakdowns showed

that the overhead of page fault was dominated by the hardware including triggering the interrupt and

resuming the transmission while the invalidation spent most of its time on the update of page tables.

Li at al. [32] presented a thorough analysis of the performance of Explicit ODP to design a memory-

efficient MPI library. They compared Explicit ODP with pin-down cache in latency and bandwidth and

revealed that page faults incurred performance degradation dominantly. Their results also indicated that

the characteristics of page faults on the sender-side were different from those on the receiver side and

that prefetching on the receiver side effectively worked. In their later work on Implicit ODP [33], they

revealed that the overhead of page faults was able to mitigate through an elaborate tuning of RNR NACK

timer.

These existing studies did not focus on retransmission and timeout, relying upon the hardware-level

reliability of InfiniBand. To the best of our knowledge, our work is the first to experimentally analyze

the retransmission and timeout of packets derived from page faults.
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3.3 Reliability of InfiniBand

The reliability of InfiniBand has been analyzed in some literature. Koop et al. [28] evaluated and

compared the cost of hardware-based implementation and software-based implementation. They im-

plemented MPI over the UC transport and experimentally compared it with MPI over the RC and UD

transports. They showed a software-based approach was not only feasible but might provide higher

performance because of its smaller memory consumption. They also developed MVAPICH-Aptus [27],

which implemented MPI over multiple types of transport and was able to select transport protocols and

message channels dynamically. Jose at al. [21] made a similar attempt to address the memory consump-

tion and scalability issue of RC transport and implemented memcached with a hybrid use of RC and UD

for improving performance.

Koop et al. also showed that their UD-based implementation incurred no packet loss for NAS Parallel

Benchmarks with 256 processes and for three applications with 1024 processes [29]. That was because

InfiniBand employs lossless link-level flow control and therefore packets are never lost due to buffer

overflows in switches, a principle cause of transport-layer retransmissions [35]. Some systems even

chose the design sacrificing the reliability for fast common case performance at the cost of rare retries.

HERD [23] was a key-value store designed to sacrifice transport-level retransmission for the performance

with the general usage. FaSST [25] was a distributed in-memory transaction system built on remote

procedure calls over the UD transport of InfiniBand. It was designed to detect packet loss with coarse-

grained timeouts of RPCs.

3.4 Performance Difference between Mellanox RNICs Generations

The performance characteristics of each communication operation might differ depending on what gen-

eration of RNICs you use. As one of the benefits of RDMA is kernel bypassing, it is natural to consider

that one-sided operations perform better than two-sided primitives. However, there is some work to show

that one-sided primitives perform poorly in old generation RNICs such as Mellanox ConnectX-3 [23,25].

Novakovic et al. analyzed the cause of low performance of one-sided operations and divided them

into three categories [43]. First, one-sided operations require reliable connections, which consumes the

memory in NICs. Since NICs have only a limited size of memory, one-sided operations usually do not

scale well. Second, they require virtual-physical address translation and memory protection metadata

such as rkey and lkey, which is also stored in the RNICs. Finally, dynamic data structures designed

for RDMA sometimes needs more number of invocations of communication in chasing remote pointers.

They revisited the above problems of one-sided operations, and pointed out that the problems can be

solved with newer hardware. Specifically, the first problem can be solved by increasing the size of

memory as Mellanox ConnectX-4 and ConnectX-5 NICs does. Further, to tackle the second issue, they
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also focus on the physical segment, a new feature available in newer RNICs to reduce the memory

translation table metadata.

Similarly, Wei et al. [54] measured the performance of one-sided and two-sided operations with

multiple generations of RNICs. They concluded similarly that using one-sided operations is a better

design choice for ConnectX-4 and ConnectX-5 while two-sided operations are appropriate for the system

based on ConnectX-3.

3.5 Communication Libraries over Various Interconnects

Usually, InfiniBand verbs is not invoked directly by application programmers. Rather, they prefer to

issue communication operations through software communication libraries as there exist many types of

customized interconnects with different low-level APIs other than InfiniBand. These communication

libraries should provide high-level communication abstraction to treat various hardware with several

generations in a unified way. Here, we present three major portable communication libraries over various

interconnects: MPI, UCX, and libfabric.

3.5.1 Message Passing Interface (MPI)

Message Passing Interface (MPI) is a de-facto standard communication interface used for long years in

the HPC community. Exactly speaking, MPI is not a library, but a standard that defines the syntax and

semantics of library routines. There are many kinds of implementations such as Intel MPI [4], Open

MPI [7], NVAPICH [6], and MPICH [5]. MPI is characterized by a rich set of over 430 routines which

include point-to-point, collective, and synchronization operations. Although they are elaborately tuned

for avoiding the overhead, however, their poor performance has been debated even recently [48].

3.5.2 Unified Communication X (UCX)

Unified Communication X (UCX) [50] is a promising open-source production-grade communication

framework that aims to both portability and performance. It has been actively developed with the col-

laboration of national laboratories, industry, and academia for high-performance and highly-scalable

network stack for next-generation applications and systems. UCX supports many kinds of hardware

such as InfiniBand, RoCE, TCP sockets, shared memory, and Cray Gemini. Figure 3.1 shows UCX

software stack, which is placed on top of many kinds of hardware. What is notable about the design of

UCX is that it is composed of two kinds of APIs, and users can freely choose them depending on the

situation. While UCT, the lower-level APIs of UCX, exposes basic network operations, UCP, the high-

level APIs of UCX, construct protocols commonly found in applications. UCX is widely integrated into
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Figure 3.1: UCX architecture

many programming models such as MPI (MPICH, Open MPI), OpenSHMEM PGAS language [9, 12],

and Charm++ [22].

3.5.3 Libfabric

As a general high-performance communication library, libfabric [17] is also famous and widely used

nowadays. Libfabric is a framework focused on exporting fabric communication services to applica-

tions. Currently, it is utilized by a variety of open-source HPC middleware applications such as MPICH,

OpenMPI, Open SHMEM, Charm++, GASNet. It also supports many kinds of network hardware in-

cluding TCP/UDP networks, Omni-Path Architecture, InfiniBand, Cray GNI, Blue Gene Architecture,

iWarp, RDMA Ethernet, and RoCE. The main difference between libfabric and UCX mainly comes from

their APIs [46, 47]. Libfabric supports a richer set of endpoint options and applicable in the non-HPC,

data-center application space whereas UCX’s API is much simpler than libfabric. There is also a differ-

ence in completion models: CQs and/or poll sets for librabric and callback/progressing working model

for UCX.

3.6 RDMA-based Systems

There are many types of distributed systems which utilize RDMA such as transaction system, key-value

store, deep learning framework, GAS system, file system, and so forth [13, 14, 23, 25, 34, 39, 54, 55, 59].

In this section, we selectively introduce RDMA-based Key-value Store systems (Section 3.6.1) and GAS

systems (Section 3.6.2).
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3.6.1 Key-value Store (KVS) Systems

Several key-value store (KVS) systems that utilize RDMA have been developed. In KVS systems, the

client issues two basic operations, get(key) and put(key, value), to the server. Get takes a key as an

argument and returns the corresponding value which is associated with the key stored in the server. Put

takes a key and a value as arguments and updates the value associated with the key. In incorporating

RDMA into KVS systems, the main topic which invokes discussion is what kinds of RDMA operations

should be used in each KVS operation.

Pilaf [39] is a classic RDMA-based key-value store system. They pinpointed that introducing RDMA

to put operations leads to complex and fragile designs for several reasons including requiring expensive

RDMA ATOMIC operations and decided to replace only get operations with RDMA. As Pilaf supports

varying length of values, the server should have two data structures, fixed-size hash tables and extent

areas. The fixed-size hash table is used to obtain a pointer to the value from the key, and the extent areas

contain the actual value. In get operations of Pilaf, the client first issues no less than one RDMA READ

to the fixed-size hash tables to get the pointer to the value, and then issues one more RDMA READ to

the extent areas to get the actual value. They also introduced a self-verifying data structure in order to

solve read-write races which arise in the face of concurrent RDMA READs and local writes.

In HERD [23], get operations are conducted by a mix of RDMA WRITE and SEND instead of

RDMA READ, and put operations are done only by RDMA WRITE. They gave a detailed analysis

of RDMA operations with micro-benchmarks and showed that RDMA READ was inefficient as the

round trip was inevitable compared with WRITE. They also showed that the outbound performance of

WRITE on RC did not scale well due to the memory limit on RNICs, and insisted that SEND on UD was

appropriate for the response. In their later work [24], they further improved the performance of HERD

by introducing doorbell batching and multi-queue.

3.6.2 Global Address Space (GAS) Systems

Global address space (GAS) programming model provides an abstraction of shared memory over pro-

cesses that do not share physical memory. As programming with shared memory does not require the

programmer to describe the communication explicitly, GAS models make the programming easy and

productive. The typical systems which adopt GAS models are Distributed Shared Memory (DSM) and

Partitioned Global Address Space (PGAS) systems. While DSM provides only global address space

to the programmers, PGAS requires them to handle both global address space and local address space.

Therefore, PGAS systems put more burden on them but is likely to perform better than DSM systems.

GAS model hides communication between processes from the programmers, and instead, the systems

take the responsibility for implicit communication. The challenge of GAS systems is known to be their

performance and scalability, and recently, several GAS systems utilize RDMA to tackle this challenge.
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ArgoDSM [26] is a software DSM system that provides a novel directory-based cache coherence

protocol over RDMA. Typically, DSM systems employ caches to buffer remote memory accesses to

minimize the latency. In the design of shared memory systems, consistency models define correct shared

memory behavior in terms of loads and stores [51], which is ensured by cache coherence protocols.

ArgoDSM adopts SC for DRF as a consistency model and a novel cache coherence protocol called

Carina as a cache coherent protocol. Carina is based on self-invalidation, self-downgrade, and passive

data classification directories that avoids the use of message handlers, and all operations are performed

by RDMA READ and WRITE.

Grappa [42] is a GAS system designed for data-intensive applications represented in such frame-

works as MapReduce, Vertex-centric, and Relational query execution. In designing Grappa, they focused

on the fact that the performance of these applications depends not on the latency but on the bandwidth and

that they have high parallelism. Grappa chooses to trade off the latency over throughput, and its underly-

ing communication layer aggregates small messages into large ones. The interface of the communication

layer was based on active messages, and the implementation utilizes RDMA over MPI. Grappa provides

a PGAS-like programming model and does not have a coherence cache. Specifically, the access to data

on remote nodes is conducted by delegate operation that runs on the owing node.

GAM [11] is a distributed in-memory platform that provides a cache coherence protocol over RDMA.

GAM adopts PGAS addressing model and is equipped with a caching system on top of the global mem-

ory space. In GAM, Partial Store Order (PSO) is adopted as a consistency model, which is enforced

by a coherence protocol based on RDMA. GAM has two communication channels for separate needs:

for control messages and for data transmission. Since the control messages are relatively small and

require instantaneous notification, two-sided RDMA SEND/RECEIVE operations are adopted. On the

other hand, for the data transmission with a larger transmission volume, RDMA WRITE operations are

utilized.

Menps [15] is a software DSM system that adopts a novel cache coherency protocol called floating

home-based protocol and new invalidation methods called write notice invalidation and lease-based in-

validation. Menps is implemented on top of UCX, and all the communication operations are conducted

with RDMA. The first author’s dissertation about Menps [15] reported that NAS BT benchmark running

on top of Menps incur a long latency of a few seconds, which was caused by the retransmission of In-

finiBand. This phenomenon was a start point of our research. After we dug deeper into it, we finally

identified that the root cause comes from ODP. In Section 5.1, we describe how this phenomenon, packet

damming, occurs with in-depth analysis using micro-benchmarks and packet capturing.
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Chapter 4

On-Demand Paging in Reality

In this chapter, we experimentally analyze an actual implementation of ODPs. Table 4.1 summarizes the

detailed information of the InfiniBand RNICs used in our experiments. Table 4.2 summarizes experi-

mental environments.

4.1 Ibdump

Ibdump1 is a packet capturing tool for InfiniBand traffic. It has the similar functionality of tcpdump

on an Ethernet network, and it dumps collected packets into .pcap format. The format can be loaded

and analyzed using Wireshark with rich GUIs as shown in Figure 4.1. Note that ibdump can be used

only with sudo authority, which prevent us from using on major cluster computing systems. We also

confirmed that it can not be used on Azure servers because the access right to the hardware is not granted

to users.

4.2 Actual Behaviors of ODP

The original paper [30] on ODP clearly described why RNR NAK and reliability enable us to implement

ODP with a limited memory. However, how to send RNR NAK and retransmit requests/response is

not very clear, particularly for one-sided operations READ and WRITE. Then, to understand the actual

behavior of ODP with RDMA operations, we observe the InfiniBand traffic of a single READ operation

through ibdump. For clarity, we here analyze the process of resolving a page fault in the client side and

that in the server side, separately. We call these one-side page fault resolutions with ODP, client-side

ODP and server-side ODP, respectively. We call a mixture of client-side ODP and server-side ODP,

both-side ODP. We used KNL-4 (private servers B) for this experiment, setting the minimal RNR NAK

delay to be 1.28 ms.
1https://github.com/Mellanox/ibdump
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Table 4.1: InfiniBand systems and details on their RNICs, where Reedbush-H/L, ABCI, and ITO are

computing clusters.

System name PSID Model name Driver version Firmware version

Private servers A MT 1100120019 ConnectX-3 56Gbps FDR 5.0-2.1.8.0 2.42.5000

Private servers B MT 2170111021 ConnectX-4 56Gbps FDR 5.0-2.1.8.0 12.27.1016

Reedbush-H [2] MT 2160110021 ConnectX-4 56Gbps FDR 4.5-0.1.0 12.24.1000

Reedbush-L [2] MT 2180110032 ConnectX-4 100Gbps EDR 4.5-0.1.0 12.24.1000

ABCI [1] MT 0000000095 ConnectX-4 100Gbps EDR 4.4-1.0.0 12.21.1000

ITO [3] FJT2180110032 ConnectX-4 100Gbps EDR 4.4-1.0.0 12.23.1020

Azure VM HCr Series MT 0000000010 ConnectX-5 100Gbps EDR 4.7-3.2.9 16.26.0206

Private servers C MT 0000000224 ConnectX-6 100Gbps EDR 5.0-2.1.8.0 20.27.2008

Azure VM HBv2 Series MT 0000000223 ConnectX-6 200Gbps HDR 5.0-2.1.8.0 20.26.6200

Table 4.2: Experimental environments

System name CPU # of logical cores Memory

KNL-4 (Private servers B) Xeon Phi CPU 7250 @ 1.40GHz 272 196 GB + MCDRAM 16 GB

KNL-6 (Private servers C) Xeon Phi CPU 7250 @ 1.40GHz 272 196 GB + MCDRAM 16 GB

Reedbush-H Xeon CPU E5-2695 v4 @ 2.10GHz 36 (= 18× 2) 256 GB

ABCI Xeon Gold 6148 CPU @ 2.40GHz 80 (= 20× 4) 384 GB

Figure 4.2 illustrates the workflow of a single READ operation based on packets captured via ibdump

and page fault counters.

In the server-side ODP, the server sent RNR NAK back to the client in the face of the page fault.

Then, the client waited about 4.0 ms and retransmitted a request, while discarding responses sent back

during the waiting time. We have found no specific reason for discarding responses and conjecture it to

be related to the hardware-level matter of RNR NAK.

In the client-side ODP, the retransmission of a request also took place but was not based on RNR

NAK. The client raised a page fault for a response and discarded the response because of limited memory.

Then, the client retransmitted a request after about 0.5 ms regardless of the resolution of the page fault.

That is, the client does not wait locally for the page fault to get resolved. Therefore, the retransmission of

the same request takes place over and over if a page fault takes a long time to resolve. We conjecture that

this implementation would be due to a large burden on hardware when many requests to be retransmitted

remain.

For reference, behaviors of SEND and WRITE operations with enabling ODP are presented in Fig-

ure 4.3 and Figure 4.4.
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Figure 4.1: Screenshot of Wireshark with rich GUIs

4.3 Timeout for the Worst Case

The observations above merely show the common-case latency. Considering that the implementation

of ODP utilizes the retransmission mechanism, the worst-case scenario of resolving a page fault will

incur the timeout of InfiniBand. However, a quantitative analysis of the actual timeouts To of different

InfiniBand RNICs is missing. We have found merely a few articles [19, 41] on personal websites to

complain about long delays in detecting anomalies.

To understand the extreme case of ODP quantitatively, we measured the actual To with various Infini-

Band RNICs as described in Table 4.1. In this experiment, we deliberately caused packet loss by specify-

ing a wrong destination LID to a QP in the initialization phase. We set CRetry = 7 and measured the time

between the issue of the first request and the abortion of the process with IBV WC RETRY EXC ERR.

Therefore, letting t be the measurement time, we obtain To = t/(CRetry + 1) = t/8.

Figure 4.5 shows the results of To measured by varying CACK. We observed experimental lower

limits of To to be around 30 ms for the ConnectX-5 and to be around 500 ms for the others. From these

lower limits, we can estimate the minimum acceptable values of CACK to be 12 for the ConnectX-5 and

to be 16 for the others.

We have two important observations from the experimental results. One is, considering that the

usual round trip latency of InfiniBand is about several µs, the timeout is tremendously and incomparably

longer. The timeout is a disaster even if rare. The implementation of ODP should never incur it. The

other is that a long timeout is ubiquitous. Even real-world computing clusters [1–3] and even the latest

RNIC, the ConnectX-6 200Gbps HDR, can suffer from it.
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Figure 4.2: Workflow of ODP with a single READ operation observed with idbump.
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Figure 4.3: Workflow of ODP with a single SEND operation observed with idbump.
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Figure 4.4: Workflow of ODP with a single WRITE operation observed with idbump.
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Chapter 5

Performance Pitfalls of On-Demand

Paging

5.1 Packet Damming

In this section, we present the first performance pitfall of ODP: packet damming. Packet damming is

a performance bug involving a delay of several hundreds of milliseconds, during which the packets are

dammed. This is caused by READ operations, which results in packet loss and a subsequent timeout.

We conducted experiments with a micro-benchmark to explore the conditions under which packet

damming occurs and analyzed the root cause using ibdump. For these experiments, we used KNL-

4 (private servers B) described in Table 4.1 and Table 4.2, where the minimal timeout which can be

configured is approximately 500 ms. We used RC as the transport type with CACK = 1 (minimal) and

CRetry = 7.

We created a micro-benchmark with InfiniBand verbs, in which we allocated two processes to two

different machines, and the client process issued multiple READ operations to the server process as

shown in Figure 5.1. We introduced a sleep function to control the communication intervals. At the end

of the benchmark, a wait block was inserted so that the completion of all the communications could be

confirmed. The communication buffer was aligned with 4096-bytes boundaries, considering the page

size. In this section, we used a message size of 100 bytes, a single QP, and both-side ODP, if not

specifically mentioned.

5.1.1 Pitfalls with Two READ Operations

First, we observed the execution time of the micro-benchmark with only two READ operations in Fig-

ure 5.2. The execution took several hundred milliseconds with an interval of 100–4500 µs. This is

surprising, given that the overhead of ODP is mainly due to the page fault, which usually takes only
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1 init(local_buf, remote_buf, QP[num_QPs], ...);
2
3 for (i = 0; i < num_ops; i++) {
4 local = &local_buf[size * i];
5 remote = &remote_buf[size * i];
6 QP = QPs[i % num_QPs];
7
8 post_rdma_read(local, remote, QP, size);
9 usleep(interval);

10 }
11 wait();

Figure 5.1: Micro-benchmark in simplified C code, which allows us to specify size as the message

size for each operation, num ops as a number of READ operations, num qps as a number of QPs,

and interval as time intervals between communications. The wait function polls the CQ to check

whether all communications have been completed.
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Figure 5.2: Average execution time of the micro-benchmark out of 10 trials with varying intervals be-

tween two communications. Two READ operations are issued, and both-side ODP is adopted. Minimal

RNR NAK delay is set to 1.28 ms.

several hundred microseconds. We also ran the same micro-benchmark with the client-side ODP and

server-side ODP, and the long execution time was similarly observed.

To analyze this exceptional phenomenon, we captured InfiniBand packets using ibdump. Figure 5.3

illustrates the occurrence based on the information from the packets and page fault counters. The figure

shows that the long latency resulted from the timeout of the second READ operation. The response of

the second READ seemed to disappear for some reason, and it forced the client to wait for the timeout.

We term this phenomenon as packet damming because the transmission of packets is dammed for a long

time.

To investigate exactly when packet damming occurred, we measured the probability of timeout in

the server-side ODP and client-side ODP respectively. For the server-side ODP, we changed the pending

period specified by minimal RNR NAK delay. Figure 5.4a shows that in the case of minimal RNR NAK
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Figure 5.3: Workflow of ODP with two READ operations based on packets obtained via ibdump.

delay of 1.28 ms, the timeout occurred up to around the interval of 4500 µs, which corresponded exactly

to the actual RNR NAK delay represented in Figure 4.2. In addition, if the pending period was changed,

the range of intervals followed it. Figure 5.4b shows the result of the client-side ODP and indicates

that the timeout occurred up to around 500 µs of the interval, which corresponded to the retransmission

interval of client-side ODP represented in Figure 4.2. In summary, packet damming occurred when the

second request was posted during the first request’s pending period when preparing for retransmission.

5.1.2 Performance with More Than Two READ Operations

Figure 5.5 shows the probability of the timeout, with varying numbers of READ operations in the micro-

benchmark. Increase in the number of READ operations surprisingly narrowed down the range of inter-

vals in which the timeout ocurred. This phenomenon can be explained by the Packet Sequence Number

(PSN) management in RC. In InfiniBand, any packet contains a PSN to detect missing or out-of-order

packets. When the responder detects a packet with an unexpected PSN, it returns the NAK to the re-

quester with a PSN sequence error.

Figure 5.6 depicts the process with three READ operations. Even after the packet loss of the second

READ operation, the server expected the second READ request to arrive. Therefore, if the third READ
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Figure 5.4: Probability of occurrence of timeout out of 10 trials with varying intervals of two READ

operations in the server-side ODP and client-side ODP. The value of the legend represents minimal RNR

NAK delay.
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Figure 5.5: Probability of timeout out of 10 trials with varying intervals of each READ operations in the

both-side ODP. The number of READ operations is changed between 2 and 4. Minimal RNR NAK is set

to 1.28 ms.

request was issued from the client after the packet loss, the server acknowledged the third request as

an unexpected request, and returned the NAK with the PSN sequence error. After the client received

the NAK, it retransmitted all the requests that were not completed. The noteworthy aspect is that the

retransmission was conducted for the second and third READ operations immediately, and the timeout

never happened. However, the timeout still occurred even with more than two operations when the

interval was small enough for all the READ operations to fit into the pending period of the first READ.

5.1.3 Experiments with Other Conditions

To explore and analyze the packet damming, we conducted experiments with other conditions and dis-

covered the following.
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Figure 5.6: Workflow of ODP with three READ operations based on the packet captured with ibdump.

• It occurred independent of other QPs. The QP still continued to wait for the timeout and caused a

long latency even if new operations were posted in other QPs.

• It occurred regardless of whether the communication buffer in each communication operation was

on the same page or not.

• It was not related to the page fault on the second (or later) communication. It occurred even when

all the communication buffers were used and touched in advance, except for the one for the first

communication. Even it occurred when the second operation was WRITE or SEND.

• It was irrelevant to the size of the communication buffer.

• It occurred in various systems with ConnectX-4 servers, including Reedbush-H/L, ABCI, and ITO

in Table 4.1. Nevertheless, we have not observed it with ConnectX-6 servers with the micro-

benchmark so far.
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5.2 Packet Flood

In this section, we describe the second performance pitfall of ODP: packet flood. Packet flood is a

performance bug involving a delay in the order of seconds, which is accompanied by a massive number

of packets. It can occur when READ operations are issued from multiple QPs and cause simultaneous

page faults.

As in the previous section, we reproduced the packet flood with the same micro-benchmark repre-

sented in Figure 5.1 and analyzed it using ibdump. While the experiment in the previous section involved

only one QP, this one involved multiple QPs. The experimental environment was also the same as that

introduced in the previous section. In this section, we set the minimal RNR NAK delay to be 1.28 ms

and CACK = 18.

5.2.1 Impact of Packet Flood

Figure 5.7a shows how the number of QPs had an impact on the performance when using the same

number of READ operations. When a small number of QPs were used, the ODP performance was

essentially normal and acceptable, with the execution time almost fitting into the range of common

overhead of page faults. When the number of QPs exceeded 10, however, the ODP performance degraded

drastically and became as much as 3000 times worse than that for the case without ODP.

To analyze this inexplicable performance degradation, we also plotted the number of packets col-

lected by ibdump as shown in Figure 5.7b. Surprisingly, the number of packets with the client-side ODP

was hundreds of times greater than that without ODP, which indicated that a large number of retransmis-

sions occurred with the client-side ODP. This observation implies that the page fault on the client side

was not resolved for a long time, and retransmission from the client was repeated hundreds of times.

We term this performance issue with multiple QPs as packet flood because of the tremendous number

of packets involved. We conducted the same experiment on different environments and confirmed that it

also occurred when using a ConnectX-6 adapter (see Section A).

5.2.2 Further Analysis

To further investigate the root cause of packet flood, we conducted another experiment with the same

micro-benchmark to observe how each communication progresses. At this time, we used a message size

of 32 bytes and 128 QPs, and client-side ODP was adopted. Therefore, the memory layout would be as

indicated in Figure 5.8.

First, we focus on the result with 128 operations. Because only one page was involved in this sit-

uation, we could expect that all the communications were completed immediately as soon as the single

page fault was resolved. However, in reality, this was not the case. The result shows that the communica-
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(a) Execution Time (s) (b) Number of Packets

Figure 5.7: Effect of varying the number of QPs with the micro-benchmark in Figure 5.1 with READ

operations. We fixed the number of READ operations at 8192 and size of communication at 100 bytes

with 200 pages involved. The gray bar in the left figure shows the range of unavoidable overheads of

ODP, assuming that each page fault in RNICs takes 250–1000 µs to be resolved in common cases.

Figure 5.8: Memory layout for communication buffer and assignment of QPs

tion began to complete around 1 ms, and this can be interpreted as the resolution of the page fault in the

RNIC. Nevertheless, the first 30 operations remained unfinished until 6 ms, which implied that they were

unaware of the resolution of the page fault for approximately 5 ms. In other words, ODP with multiple

QPs can cause update failure of page statuses for a long time.

During this period, the client kept repeating the retransmission of the request, receiving the response,

and discarding it, assuming that the NIC did not have the corresponding entry. The period became

longer and unacceptable when more operations and pages became involved, as shown in the result of 512

operations.

In summary, packet flood occurs when muitlple READ operations from multiple QPs cause simulta-

neous page faults followed by update failure of page statuses.
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(a) 128 Operations (b) 512 Operations

Figure 5.9: Number of completed operations per page. 128 QPs and a message size of 32 bytes is utilized

and client-side ODP is adopted.

5.2.3 Discussion

The simultaneous page faults themselves could occur regardless of whether they adopted server-side

ODP or client-side ODP, but packet flood occurred only with the client-side ODP as shown in Figure 5.7b.

This is because update failure of page statuses occur only with the client-side ODP, which is explained

by the fact that clients are always responsible for retransmission.

When a page fault occurrs on the server side, all the servers should do is send RNR NAK back to the

client, and the requests that cannot be processed can be completely ignored. On the other hand, client-

side ODP works differently. When a page fault occurs on the client side, the client itself should retain

the information about the communication for later retransmission. In other words, the client is stateful

while the server is stateless. This explains why the information about the page statuses was kept and not

updated for a long time only with client-side ODP.

Given this, a few aspects remain to be mentioned regarding Figure 5.7a. On the one hand, the

performance of the both-side ODP and client-side ODP was able to be explained by packet flood, while

on the other hand, the performance degradation of the server-side ODP was too large to ignore. We

observed that with a more detailed investigation, it resulted from the packet loss and consequent timeout

explained in Section 5.1. More interestingly, we found that the timeout interval lengthened with multiple

QPs compared with the case when only a single QP was used. This can be explained by the fact that the

client should handle the number of communications proportional to the number of QPs concurrently, and

a high load is imposed on the client by managing the RNR timer and retransmission.
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(a) 128 Operations (b) 512 Operations

Figure 5.10: Effect of varying the number of QPs with the micro-benchmark in Figure 5.1 and WRITE

operations. The parameters are the same as Figure 5.7 shows.

5.2.4 Analysis of WRITE Operations

We have discussed only READ operations so far, and from here, we investigate whether WRITE opera-

tions cause packet flood. We conducted the same experiments as shown in Section 5.2.1 using WRITE

operations instead of READ operations. Figure 5.10 shows the performance results with WRITE oper-

ations. It indicates that the client-side ODP degraded performance with increasing the number of QPs

while server-side ODP did not. As the performance degradation accompanies the increase of WRITE

packets, the same phenomenon as in the case of READ operations is expected to be happening with

WRITE operations.

However, it appears to be a completely different phenomenon for two reasons. First, the server-side

ODP with WRITE operations performed poorly accompanied by larger packets by several tens times even

when one QP was used. This was not observed in the packet flood of the client-side ODP with READ

operations, where the increase of packets did not happen with only one QP. Second, this experimental

result might be inconsistent with the analysis we presented in Section 5.2.3. According to our analysis,

even when WRITE operations are issued, only the client-side ODP should degrade performance since the

discussion about the statefulness could apply to both READ and WRITE. For the reasons, we distingish

this phenomenon with WRITE operations from packet flood with READ operations.

To investigate what was happening with the client-side ODP with WRITE operations, we observed

the packets with only one QPs. Then, we found that all the WRITE packets were issued immediately
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Figure 5.11: A difference between WRITE and READ when N operations are posted into one QP at the

same time. In the case of WRITE operations, all the packets are retransmitted after the client received

RNR NAK packets. Meanwhile, in the case of READ operations, there are not many wasted packets

(READ requests) owing to the limitation of the maximum number of concurrent operations.

when they were posted through InfiniBand verbs. This does not happen with READ operations usually

because InfiniBand verbs has a parameter called max rd atomic, which controls the maximum number

of outstanding READ or ATOMIC operations per QP. In our experiments in this thesis, we chose to set

it to be 4 as we should set the value under 16 for the limitation of the hardware. With this setting, even

when you post more than four READ operations through InfiniBand verbs, it is assured that only four

READ requests are issued immediately. Therefore, READ and WRITE operations behave differently as

illustrated in Figure 5.11.

From here, we describe why the limitation of the maximum number of outstanding communication

is critical for the performance. In the case of WRITE operations in Figure 5.11, after the client receives

all the WRITE packets, an RNR NAK packet for the first WRITE is sent back from the server to the

client. Then, the client retransmits all the WRITE packets after some period designated by RNR NAK

Time. The important point is thatO(NM) WRITE packets are issued eventually, where N represents the

number of WRITE operations posted through InfiniBand verbs and M represents the number of pages,

that corresponds to the number of RNR NAK packets. Meanwhile, READ operations only need O(M)

packets to be issued, owing to the limitation of concurrent operations. Figure 5.12 is measurement results

that verify this tendency. The execution time of server-side ODP increases quadratically as the number

34



(a) Linear scale (b) Log scale

Figure 5.12: Execution time varying the number of WRITE operations with the micro-benchmark in

Figure 5.1. The size of communication used is 32 bytes.

of operations increases. Since the increase in the number of operations accompanies the increase in the

number of pages, this is the behavior we expect. In conclusion, this tremendous number of packets of

WRITE operations themselves become the performance bottleneck.

Finally, we give a little comment about the behavior of both-side ODP with WRITE operations.

The execution time of both-side ODP represented in Figure 5.10a is strange at first sight because the

performance got back to normal when the number of QPs is 200. The key to this phenomenon is the

fact that a WRITE packet is issued only after the local page fault is solved. Since it is reasonable for

the page fault to be processed serially, WRITE packets whose memory regions belong to different pages

should be issued at different times when client-side ODP is applied. Therefore, operations that handle

memory regions with different pages tend not to affect each other because their packets are issued with

sufficiently large intervals. As one QP handles a smaller number of packets in the same pages as the

number of QPs increases, it is reasonable that both-side ODP performs normally with a sufficiently large

number of QPs
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Chapter 6

Impacts of Pitfalls on Applications

In this section, we show that the two performance pitfalls of ODP can affect applications in several envi-

ronments and degrade the performance. Specifically, we show that packet damming occurs in ArgoDSM

and packet flood occurs in SparkUCX. These systems did not use ODP in the default configuration, but

we enabled it using environmental variables of UCX [50] to evaluate the potential of ODP. The default

configuration of UCX uses minimal RNR NAK delay of 0.96 ms and CACK = 18. The MPI library used

in the experiments of ArgoDSM was MPICH 3.3. The machines used in the experiments are shown in

Table 4.2, and only KNL-4 system allowed us to use sudo authority and ibdump.

6.1 ArgoDSM

ArgoDSM1 [26] is a software distributed shared memory (DSM) system that utilizes RDMA to maintain

cache coherency. It employs a home-node directory protocol without message handlers, and all the

operations are performed by RDMA over MPI RMA, which invokes UCX internally. By running a

tutorial and test codes of ArgoDSM with ODP enebled, we found that packet damming occurs in the

initialization phase of ArgoDSM, where first touches and page faults are abundant.

6.1.1 Evaluation of the Initialization and Finalization

To illustrate this more quantitatively, we created a simple benchmark that contained only the initialization

and finalization of ArgoDSM and measured the execution time for 100 trials. We plotted the result with a

histogram as in Figure 6.1, which shows that the samples can be divided into two groups by the execution

time in each system. We used ibdump to analyze the KNL-4 and confirmed that the timeout actually

appeared in the group with the longer execution time, while it did not appear in the group with shorter

execution time. We attach packets which represent the occurrence of packet damming on KNL-4 in
1https://github.com/etascale/argodsm
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(a) KNL-4 (2 nodes) (b) Reedbush-H (2 nodes) (c) ABCI (2 nodes)

Figure 6.1: Execution time distribution when running an ArgoDSM benchmark which contains only

argo::init() and argo::finalize() with ODP enabled in each system. 10 MB was passed to argo::init() as

the memory size for the initialization.

No. Time [s] Source Dest PSN
117 0.070816 LID: 9 LID: 8 26 RC RDMA Read Request
118 0.072510 LID: 8 LID: 9 26 RC Acknowledge
119 0.077290 LID: 9 LID: 8 26 RC RDMA Read Request
120 0.077993 LID: 8 LID: 9 26 RC RDMA Read Response Only
121 0.078019 LID: 9 LID: 8 27 RC Send Only
122 0.078845 LID: 8 LID: 9 26 RC RDMA Read Response Only
123 1.739339 LID: 9 LID: 8 27 RC Send Only
124 1.739344 LID: 8 LID: 9 27 RC Acknowledge

Figure 6.2: Fragment of packets while the ArgoDSM benchnark containing only argo::init() and

argo::finalize() is running on KNL-4. A long interval can be observed between packet 122 and packet

123.

Figure 6.2. The timeout was caused by one READ operation followed by one SEND operation2, whose

packet dropped in the middle of communication when one node tried to take the global lock and accessed

the remote address. Although we cannot analyze the Reedbush-H using ibdump, we can make a similar

conjecture that the group with the longer execution time also causes packet damming. As for ABCI, we

tried the same experiment but no timeout happend because it is highly sensitive to the intervals between

operations.

6.1.2 Evaluation of Simple Example in Tutorial

We also evaluated the performance of Simple Example 3 presented in the tutorial of ArgoDSM. We show

the pseudocode of Simple Example in Figure 6.3. It calculates the biggest number in an integer array

using multiple threads. Figure 6.4 shows the comparison between the case of enabling ODP and the
2MPI Win unlock invokes this SEND operation internally
3https://etascale.github.io/argodsm/tutorial.html
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1 int global_max;
2
3 void calc_local_max(data) {
4 int local_max = max(data);
5
6 global_lock()
7 if (local_max > global_max)
8 global_max = local_max;
9 global_unlock();

10 }
11
12 int main(int argc, char* argv[]) {
13 int data_length = 1600000;
14 int num_threads = 16;
15
16 argo::init(total_memory=10MB);
17
18 // Allocate array
19 auto data = new int[data_length];
20 init_array(data);
21
22 // Start threads
23 int chunk = data_length / num_threads;
24 for (int i = 0; i < num_threads; i++) {
25 thread_create(func=calc_local_max, data=data[chunk*i : chunk*(i + 1)]);
26 }
27 join_all_threads();
28
29 argo::finalize();
30 }

Figure 6.3: Pseudocode of calculating the maximum value from an integer array using multiple threads.

We changed the value of data length from 160,000 to 1,600,000 and the value of total initialized memory

from 10GB to 10MB from the original configuration.

case of disabling ODP. According to the result, the case of disabling ODP was more performant than the

case of enabling ODP in the case of KNL-4 and Reedbush while the opposite result was got in the case

of ABCI. Unfortunately, the difference mainly comes from the degree of contention of the global lock,

not from packet damming. That is, the cost of the global lock in ArgoDSM is so heavy that the effect

of packet damming did not show up in the overall execution time. Basically, the execution time of the

global lock was influenced by the number of threads trying to take the global lock simultaneously. The

important point here is that the delay caused by some page faults of ODP somehow affects the execution

time of each thread, which makes the timing of updating the global max different. This is the reason why

the overall execution time differs depending on the experimental conditions.

6.2 SparkUCX

Apache Spark is a distributed in-memory data processing framework widely used in industry and academia.

Spark shuffling is a process to redistribute or re-partition data and is known to be costly in terms of CPU,
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(a) KNL-4 (2 nodes) (b) Reedbush-H (2 nodes) (c) ABCI (2 nodes)

Figure 6.4: Execution time distribution when running the Simple Example of ArgoDSM

memory, and network. SparkUCX4 [49] is an RDMA acceleration plugin of Spark, which aims to ac-

celerate the shuffling by utilizing UCX. The SparkUCX-enabled Spark will be referred to as SparkUCX

from herein. SparkUCX creates a large number of QPs because they are created per thread conducting

shuffle operations. In this experiment, we ran several examples included in the Spark package and com-

pared the performance between the case enabled and disabled ODP. We constructed our Spark cluster

using standalone mode by starting a master process and worker processes by hand. For Reedbush-H and

ABCI, we allocated one worker process to each worker machine and prepared two additional machines

for the master process and the job-submission process. For KNL-4, which we only possess two machines,

we allocated the master process and one worker process to one machine and one worker process and the

job-submission process to the other machine. We separate the processes using numactl with half of the

cores assigned to each process. The examples we chose are SparkTC, mllib.RecommendationExample

and mllib.RankingMetricsExample, all of which include join operations of Spark, which issues READ

operations internally. To configure SparkUCX, we adjusted the timeout of Spark, memory for each en-

vironment so as not to abort in the middle of execution. We set the parallelism of executors to be the

same as the number of cores that each process occupies. In this case, the amount of calculation of a join

operation is O(N2), where N represents the number of cores.

Table 6.5 shows that the examples created several hundreds to several thousands QPs, and enabling

ODP degrades the performance by up to 6.46 times. We observed that SparkUCX sometimes got stuck

intermittently for a few seconds with ODP enabled. Packets in the middle of these period in the KNL-4

showed that packet flood occurred and many READ packets were retransmitted every several tens of

milliseconds. Although we are not permitted to use ibdump with sudo authority in Reedbush-H and

ABCI systems, we can presume that the same phenomenon takes place in these systems. The degree of

performance degradation with ODP differs from each system and each example because packet flood is

intimately related to the timing issue.

4https://github.com/openucx/sparkucx
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SparkTC

QPs Disable [s] Enable [s] Enable/Disable

KNL-4 (2) 411 303 ± 20 473 ± 65 1.56

Reedbush-H (2) 980 39.7 ± 0.38 256 ± 150 6.46

ABCI (2) 2191 83.9 ± 2.4 84.9 ± 1.5 1.01

ABCI (4) 2858 41.7 ± 1.4 59.3 ± 3 1.42

mllib.RecommendationExample

QPs Disable [s] Enable [s] Enable/Disable

KNL-4 (2) 210 100 ± 3.2 151 ± 67 1.51

Reedbush-H (2) 980 21.9 ± 0.82 78.6 ± 46 3.59

ABCI (2) 2191 29 ± 0.55 31.2 ± 1.9 1.07

ABCI (4) 1953 24.3 ± 0.64 28.6 ± 1.1 1.18

mllib.RankingMetricsExample

QPs Disable [s] Enable [s] Enable/Disable

KNL-4 (2) 389 517 ± 3.7 674 ± 140 1.30

Reedbush-H (2) 980 46.6 ± 1.4 111 ± 56 2.38

ABCI (2) 2191 107 ± 1.8 147 ± 1.6 1.37

ABCI (4) 2667 83.2 ± 3.4 197 ± 4.7 2.37

Figure 6.5: Comparison of execution time of SparkUCX with ODP enabled and disabled. We conducted

10 trials and omitted the samples that failed to finish, especially with IBV WC RETRY EXC ERR when

the retransmission count exceeded the limit.
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Chapter 7

Concluding Remarks

In this study, we have reverse-engineered the behavior of ODP using ibdump and have found two severe

retransmission-related performance pitfalls: packet damming and packet flood. Packet damming occurs

when a READ operation involves other operations within a certain interval, and its root cause is packet

loss and subsequent timeout. Packet flood occurs when READ operations invoke simultaneous page

faults using multiple QPs, and its root cause is update failure of page statuses. We have shown that they

can appear in the software systems running on major computing clusters and degrade their performance

by up to 6.3 times.

7.1 Lessons Learned

The pitfalls are naturally critical in terms of the super-long latency, but they are problematic for the

difficulty of the detection as well. First, they are related to retransmission and appear without spitting

out the associated errors. Second, they are highly affected by the timing of communication operations,

which prevents us from reproducing them invariably. Detecting the pitfalls becomes extremely hard

without observing the raw packets, and in Section 6, we struggled to verify the occurrence of pitfalls in

the non-sudo environments. In addition, it is difficult to detect them from the application side because

there are usually many software layers between the application and InfiniBand verbs. In fact, it took

several months for us to identify that the performance degradation resulted from ODP since we had

encountered packet damming with running high-level applications on top of UCX for the first time. Why

we took so long is partly because UCX prioritized ODP over direct memory registration by default, and

we were even unaware of the use of ODP in the first place. This is the worst scenario possible, but we

should manage to cope with them by some means.

However, changing and modifying the hardware currently deployed is not realistic. From here, we

present workarounds for the pitfalls and guidelines for ODP from the software side. Regarding packet

damming, we have two workarounds conceivable. First, we should set the smallest value to minimal
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RNR NAK delay to narrow down the range of the intervals in which the timeout occurs. As shown

in the previous study [33], this setting can also reduce the resolution time of the client-side ODP and,

therefore, we should actively adopt it. Second, we can avoid the long delay by posting an additional

communication. Section 5.1.2 has shown that increasing the number of communication operations has

provided more chances for the responder to detect the PSN Sequence Error and, subsequently, reduced

the possibility of the timeout. The naive way to achieve this functionality is by implementing a software

timer with appropriate granularity to issue a dummy communication periodically.

As for packet flood, issuing the same communication again might work because the page fault itself

is actually solved during the packet flood, and the update failure of page statuses no longer applies to

the new one. However, this is not a straightforward solution and requires careful design of an additional

communication layer. As a guideline of ODP, occurrence of packet flood should be kept in mind with

multiple QPs, and ODP should be carefully applied for regions that can be accessed from multiple QPs

with a high probability.

7.2 Future Work

Even with these pitfalls, the concept of ODP is still worthy to pursue. As shown in the previous study

[30], the common-case performance of ODP is surely acceptable as long as they are not involved. To

overcome these flaws in the use of READ essentially, not only software-level workarounds described in

the previous subsection, hardware-level improvement (or bugfix) is needed.

Packet damming can be easily solved with a short timeout, and therefore, we should investigate

whether the lower limit can be changed easily or it encounters other big problems. Regarding packet

flood, revealing mechanisms of interaction between QPs and page statuses is urgent. To proceed with

the investigation, cooperation with hardware vendors is necessary, and, in fact, we have already reported

packet damming to Mellanox. They have reported that packet damming is a problem derived from a

method specific to ConnectX-4 for processing page faults, and it vanishes in later models. Nevertheless,

considering that the long timeout still remains in the latest InfiniBand cards, it is still valuable to investi-

gate other performance pitfalls related to the long timeout. Packet flood is more serious in that it remains

in the latest InfiniBand cards, and we have also reported it to contribute to the improvement of ODP.
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Appendix A

Performance Analysis with the Latest

InfiniBand Adapter

In Section 5.2, we have described when and why packet flood happens using ConnectX-4 adapters. This

chapter shows packet flood still happens using the latest ConnectX-6 adapters. The machines used in

experiments in this chapter is KNL-6 as Table 4.2 shows. The experimental conditions were basically

the same as introduced in Section 5.2. We recommend that this chapter is read in light of the experimental

results of ConnectX-4 adapters with the same experimental conditions.

(a) Execution Time (s) (b) Number of Packets

Figure A.1: Effect of varying the number of QPs with ConnectX-6 adapters. The experimental conditions

were the same as introduced in Figure 5.7. Compared with the results of ConnectX-4 in Figure 5.7a, the

execution time of ConnectX-6 adapters was overall shorter. Especially, the better performance with

server-side ODP and more than 100 QPs came from the fact that packet damming did not happen with

ConnectX-6 adapters.
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(a) 128 operations (b) 512 operations

(c) 256 operations

Figure A.2: Number of completed operations per page with ConnectX-6 adapters. The experimental

conditions were the same as introduced in Figure 5.9. When 128 operations were issued, the performance

did not degrade nor update failure of page status happen unlike the ConnectX-4 described in Figure 5.9a.

According to the behavior of the requests, we can deduce that the reason is that ConnectX-6 adapters are

equipped with the mechanism to control the number of outstanding requests across all QPs. Meanwhile,

when 512 operations were issued, it took about 300 ms for all the operations to finish, which represented

the occurrence of performance degradation. To investigate further, we additionally conducted another

experiment using 256 operations and found that the update failure of page status certainly happened with

ConnectX-6 adapters as the result of page 1 in the figure shows.

53



(a) Execution Time (s) (b) Number of Packets

Figure A.3: Effect of varying the number of QPs with the micro-benchmark in Figure 5.1 with WRITE

operations and ConnectX-6 adapters. The experimental conditions were the same as introduced in Fig-

ure 5.10. The result shows that the packet flood of WRITE operations with only one QP also happened

with ConnectX-6 adapters.
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Appendix B

Code snippets of the micro-benchmark

The micro-benchmark is basically based on https://github.com/jcxue/RDMA-Tutorial

(Apache License 2.0). For the convenience of our experiments, significant modifications are conducted

to it. Since it is not possible to include everything, we focus on reproducibility and provide several pieces

of a code snippet containing miscellaneous parameters related to QP initialization.

1 struct ConfigInfo {
2 bool is_server;
3 int msg_size;
4 int sleep_time;
5 int timeout;
6 int retry_cnt;
7 int rnr_timer;
8 int odp_in_server;
9 int odp_in_receiver;

10 }
11 __attribute__((aligned(64)))

Figure B.1: List of configurations which we changed depending on the experiments in this thesis.
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1 void main() {
2 // --snip--
3
4 /* create CQ */
5 ib_res.cq = ibv_create_cq(ib_res.ctx, 131072, NULL, NULL, 0);
6
7 /* create QP */
8 struct ibv_qp_init_attr qp_init_attr = {
9 .send_cq = ib_res.cq,

10 .recv_cq = ib_res.cq,
11 .cap = {
12 .max_send_wr = 8192,
13 .max_recv_wr = 8192,
14 .max_send_sge = 3,
15 .max_recv_sge = 3,
16 },
17 .qp_type = IBV_QPT_RC,
18 };
19
20 for (i = 0; i < ib_res.qp_num; i++) {
21 ib_res.qps[i] = ibv_create_qp(ib_res.pd, &qp_init_attr);
22
23 /* connect QP */
24 ret = connect_qp(ib_res.qps[i]);
25 }
26
27 // --snip--
28 }
29
30 int connect_qp(struct ibv_qp* qp) {
31 int ret = 0, n = 0;
32 struct QPInfo local_qp_info, remote_qp_info;
33
34 local_qp_info.lid = ib_res.port_attr.lid;
35 local_qp_info.qp_num = qp -> qp_num;
36 local_qp_info.rkey = ib_res.mr -> rkey;
37 local_qp_info.raddr = (uintptr_t) ib_res.ib_buf;
38
39 if (config_info.is_server) {
40 MPI_Send(&local_qp_info, sizeof(struct QPInfo), MPI_BYTE, 1, 0,

MPI_COMM_WORLD);
41 MPI_Recv(&remote_qp_info, sizeof(struct QPInfo), MPI_BYTE, 1, 0,

MPI_COMM_WORLD, MPI_STATUS_IGNORE);
42 } else {
43 MPI_Recv(&remote_qp_info, sizeof(struct QPInfo), MPI_BYTE, 0, 0,

MPI_COMM_WORLD, MPI_STATUS_IGNORE);
44 MPI_Send(&local_qp_info, sizeof(struct QPInfo), MPI_BYTE, 0, 0,

MPI_COMM_WORLD);
45 }
46
47 /* store rkey and raddr info */
48 ib_res.rkey = remote_qp_info.rkey;
49 ib_res.raddr = remote_qp_info.raddr;
50
51 /* change QP state to RTS */
52 ret = modify_qp_to_rts(qp, remote_qp_info.qp_num,
53 remote_qp_info.lid);
54
55 return 0;
56 }
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1 #define IB_PORT 1
2 #define IB_SL 0
3
4 int modify_qp_to_rts(struct ibv_qp * qp, uint32_t target_qp_num, uint16_t

target_lid) {
5 int ret = 0;
6
7 /* Change QP state to INIT */
8 {
9 struct ibv_qp_attr qp_attr = {

10 .qp_state = IBV_QPS_INIT,
11 .pkey_index = 0,
12 .port_num = IB_PORT,
13 .qp_access_flags = IBV_ACCESS_LOCAL_WRITE |
14 IBV_ACCESS_REMOTE_READ |
15 IBV_ACCESS_REMOTE_ATOMIC |
16 IBV_ACCESS_REMOTE_WRITE,
17 };
18
19 ret = ibv_modify_qp(qp, & qp_attr,
20 IBV_QP_STATE | IBV_QP_PKEY_INDEX |
21 IBV_QP_PORT | IBV_QP_ACCESS_FLAGS);
22 }
23
24 /* Change QP state to RTR */
25 {
26 struct ibv_qp_attr qp_attr = {
27 .qp_state = IBV_QPS_RTR,
28 .dest_qp_num = target_qp_num,
29 .rq_psn = 0,
30 .path_mtu = IBV_MTU_4096,
31 .max_dest_rd_atomic = 4,
32 .min_rnr_timer = config_info.rnr_timer,
33 .ah_attr.dlid = target_lid,
34 .ah_attr.sl = IB_SL,
35 .ah_attr.src_path_bits = 0,
36 .ah_attr.port_num = IB_PORT,
37 };
38
39 ret = ibv_modify_qp(qp, & qp_attr,
40 IBV_QP_STATE | IBV_QP_AV |
41 IBV_QP_PATH_MTU | IBV_QP_DEST_QPN |
42 IBV_QP_RQ_PSN | IBV_QP_MAX_DEST_RD_ATOMIC |
43 IBV_QP_MIN_RNR_TIMER);
44 }
45
46 /* Change QP state to RTS */
47 {
48 struct ibv_qp_attr qp_attr = {
49 .qp_state = IBV_QPS_RTS,
50 .sq_psn = 0,
51 .timeout = config_info.timeout,
52 .rnr_retry = 7,
53 .retry_cnt = config_info.retry_cnt,
54 .max_rd_atomic = 4,
55 };
56
57 ret = ibv_modify_qp(qp, & qp_attr,
58 IBV_QP_STATE | IBV_QP_TIMEOUT |
59 IBV_QP_RETRY_CNT | IBV_QP_RNR_RETRY |
60 IBV_QP_SQ_PSN | IBV_QP_MAX_QP_RD_ATOMIC);
61 }
62
63 return 0;
64 }
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